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The next generation of supercomputers will be exascale systems, which are capable of at least 1018
floating-point operations per second. These systems can help scientists and researchers tackle
extremely complex high-performance computing (HPC) and artificial intelligence (Al) problems. Due to
the gap between ever-increasing computation power and limited storage capacity and I/O bandwidth,
HPC researchers must develop smart and effective methods to efficiently manage the large amounts
of data generated by those HPC and Al applications. Error-bounded lossy compression has been
considered as a promising solution, because it can significantly reduce the data size while maintaining
high data fidelity. However, the current HPC community is facing several severe challenges to
effectively and efficiently utilize error-bounded lossy compression in practice. This talk will cover two
related topics: (1) optimizing error-bounded lossy compression for heterogeneous HPC systems
(especially for GPUs and FPGAs), and (2) exploring error-bounded lossy compression for diverse
HPC and Al applications such as cosmological simulations and deep neural network training.
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